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We have used a branching-ratio technique to measure the relative variation in the transition-
dipole moment with internuclear separation for the N, (B-4) transition. Our spectral
observations cover the range from 500 to 1800 nm, and use several different detectors and

excitation sources. The data from different sets are consistent in the regions of spectral overlap.

Using well established values for the radiative lifetimes of N,(B,v'>5) allows the relative
dipole-moment function to be placed on an absolute basis. From the dipole-moment function
and a set of RKR-based Franck—-Condon factors which we have computed, we derive Einstein

coefficients covering the range v’ = 0-12 and v” = 0-20. Our results indicate that currently
accepted lifetimes for N, (B,v" = 0-2) should be revised upwards by 20% to 40%.

I. INTRODUCTION

The currently accepted experimental values for the
N, (B-A) Einstein coefficients (i.e., as tabulated in Lofthus
and Krupenie') rest upon the variation in the electronic
transition moment as a function of internuclear separation
determined by Shemansky and Broadfoot.? Using a branch-
ing-ratio technique and the r-centroid approximation,’ they
determined the relative variation in the transition moment
with internuclear separation between 1.30 and 1.55 A. They
placed this relative curve on an absolute basis by adjusting it
to give a lifetime for v’ = 3 which agreed with one they deter-
mined directly by measuring real-time fluorescence decays
following excitation of N, by a pulsed, electron beam.

This procedure gave lifetimes for N,(B *II, ) in modest
accord ( + 15%) with those derived from most,**® but not
all,” recent theoretical transition-moment functions for
v'>5. The theoretical lifetimes all become increasingly long-
er than those derived from Shemansky and Broadfoot’s
work, however, for the lowest vibrational levels. This dis-
crepancy reaches 50% for v’ = 0. Even for the higher vibra-
tional levels, where the agreement in the total radiative life-
times between theory and experiment is adequate, the
branching ratios for radiation from a given upper vibrational
level to the various lower levels differ greatly between theory
and experiment.

Shemansky and Broadfoot’s Einstein coefficients for the
lowest vibrational levels of N, (B) result from extrapolations
of their transition-moment curve well outside the region of
the measurements used to establish it. This procedure is
prone to systematic error. To reconcile experiment and theo-
ry we have redetermined the relative transition-moment
variation as a function of internuclear separation, using a
procedure similar to that used by Shemansky and Broadfoot,
but with measurements extending over a much greater
range, 1.15t0 1.70 A.

The  first-positive  bands arise from  the
N,(B°l,-4°2}) transition, and are among the most
prominent in nitrogen and air discharges of various types, in
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the disturbed upper atmosphere,®® and in a number of che-
miluminescent reactions.!®!* In addition, laser oscillation
has been observed from these bands.'>'® In order to under-
stand excitation mechanisms of the various first-positive
sources or to quantify first-positive band lasing, one must
have accurate Einstein coefficients. Furthermore, a com-
plete set of Einstein coefficients allows one to predict emis-
sions accurately in one region of the electromagnetic spec-
trum based upon observations in another region, e.g.,
infrared radiances can be estimated from visible intensities.

Il. THEORETICAL BASIS FOR MEASUREMENTS

The r-centroid approximation was first put forth by Fra-
ser® and has been used extensively over the last three decades
to evaluate the transition-moment function of a large num-
ber of molecular systems experimentally. Although this
method has been criticized, several authors have demon-
strated that it is generally accurate for most molecules hav-
ing only slowly varying transition-moment functions'’'?
(hydrides and deuterides appear to be an exception).

The intensity of a molecular emission, in units of pho-
tons cm~3 871, is given by

Iv'u” = Nv'Au'v" ( 1 )
where N, is the number density in the upper-state vibra-
tional level and 4,,,- is the Einstein coefficient,
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Here v, is the transition frequency in cm ™!, the integral is
of the wavefunctions over the electric dipole-moment opera-
tor, and the constants have their usual meanings. This ma-
trix element usually can be separated into two parts. One
part represents the overlap of the wavefunctions of the two
levels with each other, and is called the Franck—Condon fac-
tor. The other is the electronic transition moment which is a
function of internuclear separation.

Fraser showed that the electronic transition moment
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could generally be represented adequately at discrete points
by a function (usually polynomial or exponential) of the r
centroid. This quantity is an average r for each (V' —v")
transition and is defined as

_Fv’u” = M (3)
W)

By measuring the relative intensities of a number of
bands with a common upper vibrational level, one can map
out relative values for the electronic-transition moment at
various r centroids, and thereby determine the variation in
the transition moment with internuclear separation. Com-
bining Egs. (1) and (2) and separating the dipole-moment
matrix into its component parts gives

_ 647>,

Iv'v" ____"i Nv’ vy Re ?v'v" 2’ 4
T G R, (T )| (4)
where the Franck-Condon factor is
qv’v" = §<v’{v”>{2‘ (5)

The ratio of measured band intensities to the product of the
Franck-Condon factor times the cube of the transition fre-
quency for each transition then gives a set of reduced intensi-
ties which should vary one from the other in the same way
that the electronic transition moment varies with internu-
clear separation:
Iv’u/qv'vvg’v . IRe (7v'u ) ‘2

Iv'v" /Qv'v" V?)’v" l'Re (?v'v" ) 12 '
This technique gives only the relative transition-moment
variation. The transition-moment function is made absolute
by normalizing to experimental lifetime or oscillator
strength data.

The sum of the Einstein coefficients from a given upper

level to all accessible lower levels equals the reciprocal of the
radiative lifetime of that upper vibronic level:

S A, =1/1,. 7

(6)

Knowing the radiative lifetimes of N, (B, v) allows one to
put the relative transition-moment function on an absolute
basis (vide infra).

Oscillator-strength data can establish one Einstein coef-
ficient from the set of relative Einstein coefficients absolute-
Iy:

4, —_87¢ 9

o mecA’ |?1"u" d“
In Eq. (8) m, is the electron rest mass, ¢ its charge in esy, ¢
the velocity of light, 4. the transition wavelengthincm, d,
and d, the electronic degeneracies of the upper and lower
states, respectively, and £, the oscillator strength. We are
unaware of reliable oscillator-strength measurements for N,
first-positive transitions.

We have measured the intensities of a number of first-
positive bands over the wavelength region between 500 and
1700 nm. This set of sequences covers the Av = 6 through
Av = - 2 sequences and samples a range of internuclear
separations between about 1.15 and 1.7 A. We have placed
our relative measurements on an absolute scale using the
experimental lifetimes of Eyler and Pipkin.*®

f;)‘v"' (8)
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ill. EXPERIMENTAL

The experimental procedure involved determining first-
positive spectra over the appropriate spectral regions under
several different sets of conditions using monochromators
with photoelectric detectors. Individual band intensities,
1, for each spectrum were determined using a2 computer-
ized spectral-fitting procedure (see below). This procedure
greatly reduces uncertainties introduced by spectral overlap
with other first-positive bands or with other nitrogen band
systems.

Three different monochromator/detector combinations
and three different excitation sources were used in these
studies. This allowed us to make multiple determinations of
the data in the regions of spectral overlap. In addition, differ-
ent excitation sources emphasize the formation of different
vibrational levels. This allowed matching the source to the
most appropriate wavelength region.

One approach consisted of looking at the excitation of
nitrogen, at pressures on the order of a few milliTorr, by a
high energy electron beam of 4.5 kV and about 15 mA. The
apparatus for these observations, the LABCEDE facility at
the Air Force Geophysics Laboratory (AFGL), has been
described in detail previously.?’ Basically it consists of a cy-
lindrical vacuum chamber, 1 m diameter by 3.4 m long. The
electron beam enters perpendicular to the chamber axis
about 1.2 m from the viewing port in one end. Gas flows
through the region irradiated by the electron beam in a few
milliseconds. This prohibits the buildup of beam-created
species within the irradiated volume. A 0.3 m monochroma-
tor with an S-1 photomultiplier monitored fluorescence in
the chamber between 570 and 1050 nm. This spectral region
encompasses the Av = 4 through Av = 0 sequences of the
nitrogen first-positive system.

The second approach, which emphasized the short-
wavelength region of the spectrum, involved observing
atomic nitrogen recombination in a He/N, discharge after-
glow. This source tends to emphasize excitation of the high-
est levels of N, (B), v’ = 9~12. A 0.5 m monochromator cou-
pled to a thermoelectrically cooled photomultiplier with a
GaAs photocathode was used for these measurements. They
encompassed the spectral region between 500 and 850 nm,
covering principally the Av = 6 through Av = 2 sequences
of the first-positive system.

The third approach consisted of infrared observations of
alow pressure (0.1-20 Torr), low power (10-20 W) micro-
wave-discharge lamp in nitrogen. In these studies a2 0.5 m
monochromator with an intrinsic Ge detector scanned the
spectral region between 700 and 1700 nm. This covered the
Av = 2 through Av = - 2 sequences of the nitrogen first-
positive system.

All systems were calibrated for relative spectral re-
sponse using a standard quartz-halogen lamp. The lamp and
its power supply were obtained from Optronic Laboratories.
When set up as prescribed on the calibration sheet, the lamp
irradiance is certified to have an uncertainty of + 2%
between 500 and 1600 nm, and + 4% between 1600 and
2500 nm. In the latter two systems, the light from the lamp
was reflected off a BaSO, screen before passing through the
entrance slit of the monochromator. The BaSO, screen is a
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uniform, diffuse reflector. Its reflectivity is 99% + 1%
between 300 and 1000 nm, and declines only slightly at long-
er wavelengths (94% at 1700 nm).?>?* We did correct for
the decrease in reflectivity at the longer wavelengths.

The reason for using the BaSO, screen is to ensure the
monochromator optics are filled. When the monochromator
views the lamp directly, only a small portion of the grating is
illuminated, and the location of the lamp image on the grat-
ing becomes a sensitive function of lamp placement. Irradi-
ating small grating imperfections could distort the response
of the instrument to the radiation. Underfilling the mono-
chromator optics also can affect the location of the lamp
image on the detector element. Any nonuniformities in de-
tector responsivity with position across the detector surface,
therefore, could lead to a distorted response-function cali-
bration. The BaSO, screen eliminates these potential diffi-
culties.

We confirmed the response function of the latter two
systems with a second quartz-halogen lamp (also from Op-
tronic Laboratories) and with a 1250 K black body (from
Infrared Associates). Relative response functions derived
from all three standard sources agreed to within 4+ 5%. Asa
final crosscheck of the relative response of the latter two
systems, we compared observed intensities of the O/NO air
afterglow continuum with published values.?*? Good
agreement was found in the region between 400 and 650
nm,”*?” but not in the infrared.?®?* Apparently most pub-
lished values for the relative variation of air afterglow inten-
sity as a function of wavelength are erroneous for A > 900
nm. Recent observations by Bradburn and Lilenfeld*® over
this same spectral region support our findings.

IV. FITTING PROCEDURE

Individual band intensities were calculated from vibra-
tional level populations determined by a spectral fitting tech-
nique.’' We fit regions containing only one prominent tran-
sition from the level of interest, i.e., fitting single sequences.
The spectral fitting code determines vibronic-level number
densities within an electronic state and corrects for spectral
overlap between different bands. The general procedure in-
volves calculating synthetic spectra whose magnitudes cor-
respond to unit population for the bands of interest. The
populations of these emitters are then adjusted in a linear
least-squares fitting routine to reproduce the observed spec-
trum.

Spectral simulation begins by calculating line positions
and their relative intensities following the methods of Ko-
vacs.’” This procedure generates a stick spectrum which is
then convoluted with a triangular slit function whose full
width at half-maximum equals the monochromator band
pass. We confirmed the appropriateness of a triangular slit
function by scanning the monochromator over the atomic-
line spectrum emanating from a pen-ray lamp, and then
measuring the shapes of the spectral lines.

We used the spectroscopic constants of Roux et al.** to
calculate band positions and found them to agree with our
observations. Synthetic spectra generated from the con-
stants tabulated in Lofthus and Krupenie' could not ade-

quately reproduce the wavelengths of the higher v’ levels
(even after correcting for the sign error on w,y, for the 4
state in Lofthus and Krupenie).

The distribution of rotational populations was taken to
be Boltzmann. Rotational temperatures for the microwave
discharge spectra were chosen to give the best match to the
observed rotational contours of the bands. These rotational
temperatures varied between 450 and 1000 K in accord with
our observations on microwave-discharge lamps using other
techniques.** The other two excitation sources produced
spectra with a room temperature, 300 K, rotational distribu-
tion.

Spectral overlap is a problem in all band sequences.
Generally bands from higher vibrational levels of the
Av = n — 1sequence overlap with the lower vibrational lev-
els in the Av = n sequence. This problem is particularly se-
vere for the Av = + 3, 4+ 2, + 1, and 0 sequences. The in-
frared afterglow system (B’ *Z,— — B°Il,) and several sets
of atomic-nitrogen lines contaminate the microwave-dis-
charge spectra. The infrared afterglow system also affects
the atom-recombination data. In addition, overlap with
Av = n — 1first-positive bands is particularly severe in these
data due to the larger relative populations of the high v’ lev-
els. The N;* Meinel bands (A4 *I1,-X 22; ) are prominent
in the electron-impact excitation spectra. Spectral constants
of Roux et al.** and Lofthus and Krupenie' were used to
calculate the line positions of the B'—B and A-X systems,
respectively.

The extent of the overlap determined the fitting strate-
gy. In instances of partial overlap, the code determined the
populations of all emitting species directly. With complete
overlap or overlap from more than one band system, popula-
tions of the contaminating species were estimated by fitting
adjacent regions of the spectrum which afforded more reli-
able estimates. These populations were then used to generate
asynthetic spectrum of interfering emissions in the region of
interest that subsequently was subtracted from the data. Fit-
ting the residual spectrum then determined the intensities of
interest. Bands for which the relevant feature coincided with
another band of comparable or greater intensity, or which
were severely overlapped with a significant band for which
no independent population estimate could be made, were not
used in the transition-moment determination.

Figures 1 and 2 illustrate the capabilities of the spectral
fitting procedure. They show successive approximations in
the fitting of the Av =0 sequence in the data taken on
LABCEDE. The data are displayed as the light line, the fit as
the smoother, darker line. In Fig. 1 only the v’ = 0-5 levels
of N,(B) and some atomic lines were included in the fit.
Large discrepancies are evident in the fit, particularly
around 920 and 950 nm. These regions contain the 1,0and 2,
1 Meinel bands. Including the Meinel bands in the fit and
estimating contributions from the 7, 8 and 6, 7 first-positive
bands gives the result displayed in Fig. 2. The entire spectral
region is fit excellently, lending confidence to the accuracy of
the intensity determinations.

Situations involving subtraction of interfering emissions
could result in systematic errors. The particular Einstein co-
efficients used in the estimates determined the magnitudes of
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the intensities to be subtracted.*® In regions of the spectrum
where such subtraction has the potential to produce signifi-
cant errors, there is overlap of data using at least two excita-
tion methods that produce spectra with markedly different
characteristics. Systematic errors would be manifest, there-
fore, as differing trends in the R, (7) curves from the differ-
ent data. All systems showed similar trends, however, indi-
cating the relatively minor role of such systematic errors.

The r centroids and Franck—Condon factors necessary
for the evaluation of the reduced intensities and the con-
struction of the R, () curve were calculated by Marinelli
and Quagliaroli of PSI using a procedure outlined previous-
ly.¥” Rydberg—Klein—-Rees potentials were first calculated
for both electronic states using the spectroscopic constants
of Roux et al.** and the approach of Tellinghuisen.*® The
numerical eigenfunctions were then evaluated using the Nu-
merov—Cooley procedure*® to solve the radial Schrédinger
equation. The overlap integrals in the r centroid and
Franck-Condon-factor calculations were evaluated using
Simpson’s rule. The results, which cover the range of v’ = 0—
12 and v” = 0-24, are more extensive than other calcula-
tions,** but agree quite well with them in regions of overlap.
We have tabulated them elsewhere.*

V. RESULTS

The reduced intensities were averaged for all spectra
taken with a given excitation method. A total of four spectra
were analyzed for the discharge data, three for the atom-
recombination data, and two for the data taken with the

FIG. 1. Av=0 sequence data (light
line) and fit (dark line) for N,(B-4)
and atomic lines.

1060

LABCEDE facility. The data were combined to form the
relative transition-moment curve by minimizing the sum of
the squares of the differences of the normalized reduced in-
tensities for each progression from the analytical expression
which best represented all the data. In practice, we deter-
mined the best fit of a given analytical form to the reduced
intensities of one progression, e.g., v' =2 or v’ = 10, and
then varied the intensity normalization factor of each of the
other progressions to obtain the minimum least-squares de-
viation from that analytical expression. We then recomput-
ed the best-fit analytical expression to the adjusted progres-
sions. This defined a new line, and the individual
progressions were again adjusted to match this line. After
several iterations, further adjustment of the progressions did
not significantly improve the fit between all of the data and
the analytical form which best represented them. The final
result was independent of the initial progression chosen to
begin the fitting procedure.

We tried both linear and quadratic expressions to repre-
sent R, as a function of 7,,,.. The fitting procedure showed
the quadratic term not to be statistically significant. A few
trials with a cubic function also did not improve the fit. The
best linear fit was

R, (%, ) = (1.670 + 0.043) — (0.654 + 0.030)7,,.. (9)

Figure 3 shows the relationship between this line and the
experimental data.

The relative transition-moment curve shown in Fig. 3
was placed upon an absolute basis by multiplying Eq. (9) by
anormalization factor § that would bring radiative lifetimes
calculated from our set of Einstein coefficients into con-
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FIG. 3. Experimentally determined variation in the electronic-transition
moment with r centroid for the N, first-positive system.

gruence with the experimental values of Eyler and Pipkin.*
That is

§ Z 9vv~ V3v’u"

We found a value of &= (1.89 +0.03) X 10~7 provided
agreement between our calculations and all of Eyler and Pip-
kin’s experimental lifetimes. These lifetimes, which cover
the range v’ = 5-12, should be the most accurate available
because they were determined via laser-induced fluores-
cence in a molecular beam under collision-free conditions.
We note, however, that this set of lifetimes appear to be 10%
to 15% shorter than those determined in the most reliable of
the other experimental>*!™* or theoretical studies.** Our
selection of a different set of lifetimes would alter our transi-
tion-moment curve by 5% to 7%. We discuss lifetimes
further in Sec. VL.

The normalization factor { and the constants in Eq. (4)
allow us to renormalize the relative transition-moment vari-
ation given by Eq. (8) so that R, can be expressed in Debye:

R, (D) = (1.298 + 0.040) — (0.508 + 0.025)7,..
(11)

The normalization procedure requires summing over all
significant transitions. The best test for completeness is to
sum the Franck-Condon factors from a given v’ over all v”.
The resultant sum should be close to unity. For v’ = 0-10,
32, g, >0.9, so our set of relative Einstein coefficients is
sufficiently complete for accurate normalization in Eq.
(10). While the sum for v’ = 11, 12 is somewhat smaller, our
results still are sufficiently complete. Even if the Franck-
Condon factor for transitions to v” = 21 made up the bal-
ance of the difference between the Franck—Condon factor
sum up to v” = 20 and unity, the +* term in Eq. (4) is so
small that for these additional transitions our 21 term sum
over the relative 4,,,. would be augmented by less than 1%.

In practice a small correction to the sum in Eq. (10)

Re (-iv'u” ) | 12'el = _;1-‘

v

(10)

should be made to include radiative transitions to other elec-
tronic states, in this case WA, and B’ *2 ;. Werner ez al.®
indicate that the largest of these corrections range from
about 5% for v’ = 12 to less than 3% for v’ = 5. Their incor-
poration into our analysis will yield a normalization factor §
which is the same within experimental error as the value we
have used. We have chosen, therefore, not to make these
corrections.

Table I contains a complete set of N,(B-4) Einstein
coefficients.

VL. DISCUSSION
A. Transition-moment functions

The present results agree much better with theoretical
calculations*® of the transition-moment function than with
the results of previous empirical investigations.>*>*° In all
cases agreement on the shapes is quite good over the range
1.1 to 1.7 A. Agreement with absolute magnitudes of the
transition-moment function is also quite good, generally
within 10% to 15%. Our measurements appear to have re-
solved the major discrepancies between theory and experi-
ment.

Figure 4 compares our experimentally derived variation
in electronic transition moment with internuclear separation
with that determined by Shemansky and Broadfoot® and
with the theoretical calculation of Werner et al.’ The shape
of our curve matches that of Werner et al. quite well. Conse-
quently, our results agree quite well with theirs on the rela-
tive variation of lifetimes as a function of vibrational level
and on the radiative branching ratios from a common upper
vibrational level to the various lower levels. In contrast, She-
mansky and Broadfoot’s transition-moment function has a
much different slope which results in a much different vari-
ation in lifetimes with vibrational level and set of branching
ratios.
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FIG. 4. Variation in electronic transition moment with internuclear dis-
tance for the N,(B-A) transition.
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Werner et al. have reviewed the various experimental
and theoretical transition-moment functions. All of the pre-
vious empirical values***° diverge even more widely from
our results than those of Shemansky and Broadfoot.” These
discrepancies can result from a number of factors depending
upon the approach taken. For example, measurements of
band intensities require extreme care in determining instru-
ment response function, in separating out contributions to
the apparent band intensity from overlapping radiators, and
in avoiding experimental pitfalls such as self-reversal, which
apparently can be a problem using high intensity
sources.*™!

Accurate response-function determinations require uni-
formly filling the optical system with the calibration lamp
output as well as with the radiation source being measured.
Monochromator optics usually cannot be filled by placing a
tungsten strip lamp in front of the entrance slit. Rather, illu-
mination from the strip lamp must be reflected into the mon-
ochromator from a diffuse white source such as a BaSO,
screen®>” or a Spectralon® target.>

The first-positive system is subject to significant overlap
from interfering radiators. This interference is so pervasive
that accounting for it requires spectral-fitting capability.
Shemansky and Broadfoot did use spectral fitting in their
analysis. Other groups measuring band intensities did not.

Jeunehomme*® tried to infer a transition-moment func-
tion from lifetime measurements of various vibrational lev-
els. Generally, radiative lifetimes cannot be determined ac-
curately enough for this procedure to prove successful. In
even the best circumstances, radiative lifetime variations
with v’ are fairly insensitive to the form of the transition-
moment function. This is because the total radiative decay
rate (the inverse of the radiative lifetime) is the sum of a
number of components which, taken together, sample a wide
range of internuclear separations. Comparing to experimen-
tal variations in radiative lifetime, however, provides a good
cross check to a transition-moment function derived from
other measurements (wide infrared).

Several groups also have attempted to measure transi-
tion moments by observing the radiation emitted by high
temperature gases in thermal equilibrium.*®*-%¢ In this ap-
proach, the gas generally is heated by a shock wave or high
current arc. These measurements often are plagued by inter-
fering impurity emissions, and generally lead to overesti-
mates of transition probabilities. Such measurements have
proven to have uncertainties of factors of 2 to 3.

B. Radiative lifetimes

Figure 5 compares lifetimes calculated from the present
results with those of Shemansky and Broadfoot® as well as
the recent measurements of Eyler and Pipkin®® and the theo-
retical calculations of Werner et al.® Our transition-moment
function reproduces quite well the change in lifetime with
vibrational level observed by Eyler and Pipkin. The discrep-
ancy between our results and those of Shemansky, on the
other hand, is considerable. Although somewhat different in
magnitude, our relative changes in lifetime with vibrational
level match those calculated by Werner et al.
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FIG. 5. Variation in N,(B) radiative lifetimes as a function of vibration
level.

We scaled Werner et al.’s results to Eyler and Pipkin’s
lifetimes by first fitting their transition-moment variation to
a quadratic function. This quadratic function was used as a
relative R, function to calculate relative transition probabili-
ties. The relative probabilities were then made absolute by
applying the procedure given by Eq. (10). This resulted in a
9% increase in Werner et gl.’s transition-moment curve at
every point. The result of this procedure is a set of lifetimes
which agree with ours to better than 5%.

Similar treatment of the theoretical transition-moment
functions of Yeager and McKoy* and Weiner and Ohrn®
result in even smaller increases in the magnitude of their
functions. Rizzo et al.’s’ function, on the other hand, re-
quires a 12% decrease in magnitude for it to come into con-
gruence with ours. Their transition-moment function results
in a set of radiative lifetimes more than 20% shorter than
those measured by Eyler and Pipkin.*

A number of groups have reported experimental values
for radiative lifetimes of various vibrational levels of
N, (B).2041-44.57.58 Taple II summarizes some of them. In
most instances the measurements involved fitting multiex-
ponential decays at a number of pressures and extrapolating
one of the decay components to zero pressure. This approach
generally is hazardous unless the lifetimes of the various
components in the decay differ greatly. The N,(B) state is
collisionally coupled to various levelsof the B’ 2, W?3A
and 433} states.*>****%* Coupling effects are manifest
even at pressures as low as a mTorr.*>**%* This coupling
typically leads one to overestimate the radiative lifetime.
Eyler and Pipkin’s measurements, having been made by la-
ser-induced-fluorescence techniques in the collision-free en-
vironment of a molecular beam, should be free from these
effects of interstate coupling.
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TABLE I1. N,(B°Il,) lifetimes in microseconds.

Eyler and
This Shemansky Pipkin Jeunehomme Carlson et al. Holstein et al.
v’ work (Ref. 44) (Ref.20) (Ref. 41) (Ref. 42) (Ref. 43)
012.1 8.0
1 97 7.5
2 85 7.6+05 7.0 83+05 75+02
3 73 6.6+02 6.8 74 +0.5 6.6 +0.3
4 65 61402 6.5 7.04+0.5
5 59 54402 59+02 6.2 6.9+ 0.5 6.14+0.3
6 55 57+03 53+02 6.0 59405
7 51 53+03 50+0.2 5.3 57405
8 43 48+02 47402 5.1 53+£0.5
9 45 50+02 44402 4.8 54+05 49+03
10 43 52403 43402 44 59405
11 41 47402 42402 50405
12 40 45403 41402 464 0.5 41+0.2

Our results indicate lifetimes for vibrational levels 0 and
1 N,(B), that are 36% and 24% longer, respectively, than
those given by Shemansky and Broadfoot.” The discrepancy
could be even greater since Shemansky and Broadfoot’s val-
ues for the highest vibrational levels are 10% to 15% longer
than ours. Scaling their results down accordingly would lead
to discrepancies greater than 50% for v’ = 0, 1. Ortiz et al.”’
and Heidner et al.’s’® experimental values of 13 + 1 us and
10 + 2 us, respectively, for the radiative lifetime of v’ =0
appear to confirm our result of 12.1 us.

Vil. SUMMARY AND CONCLUSIONS

We have determined the variation in the transition mo-
ment with internuclear separation for the N,(B-4) transi-
tion. Qur approach relies on the redundancy of intensity
measurements from several different sources using several
different detection systems to reduce possible systematic er-
rors. We have made extensive use of spectral fitting to reduce
uncertainties in band-intensity determinations caused by
overlap with other bands or band systems. Our results agree
well with several recent theoretical calculations, but show
that substantial revision of currently accepted experimental
values is necessary.

Number densities of N,(B, v) determined in experi-
ments on N,(B) excitation by various sources result from
dividing measured band intensities by the appropriate Ein-
stein coefficient. Our results indicate that using the Einstein
coefficients in Lofthus and Krupenie will result in over esti-
mates of 30% to 60% for the number densities in v" = 10-12
but under estimates of 20% to 30% in the lowest levels. This
means that relative number densities of vibrational levels 0
and 12 could differ by 100% or more using our Einstein
coefficients compared to previous values.
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